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HetConv

 Reduce the FLOPs of the given model/architecture by 

designing new kernels

 Homogeneous: each kernel is of the same size

 Heterogeneous: contains different sizes of kernels
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HetConv

 Filters
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HetConv

 Standard conv:

 HetConv with part P:

 KxK:

 1x1

 Total reduction: 

 Speed-up
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HetConv

 VGG-16 on CIFAR10
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HetConv

 ImageNet
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OctConv

 The output maps of a convolutional layer can also be 

factorized and grouped by their spatial frequency.

 OctConv focuses on reducing the spatial redundancy in 

CNNs and is designed to replace vanilla convolution 

operations.
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OctConv

 Implementation Details
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OctConv

 ImageNet
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OctConv

 ImageNet
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EfficientNet

 Uniformly scales depth/width/resolution.

 New SOTA 84.4% top-1 accuracy.
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EfficientNet

 Compound scaling method
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EfficientNet

 Single dimension scaling

 Scaling Network Width 

for Different Baseline 
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EfficientNet

 Scaling Up MobileNets and ResNets
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EfficientNet
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EfficientNet

 Results on Transfer Learning Datasets

 achieve new state-of-the-art accuracy for 5 out of 8 datasets 

 Class Activation Map 
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Thanks!
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